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Abstract

Predicting droughts and their impacts upon ovegiicultural production helps in
drought management. Generally, statistical regoessi time series techniques are
employed to predict agricultural droughts quantiiy. Linear (error correction, linear
discriminant) and nonlinear (k-Nearest Neighboachhiques of pattern recognition
were used for predicting agricultural droughts gaaively. A total of five crop districts
in the province of Saskatchewan in the Canadiami@sawere selected. Thirty two
variables were derived for each district from tladydtemperature and precipitation data
for the period from 1975 to 2002 to develop pattecognition models. The variables
derived from the minimum or maximum temperatureaMeund to be more significant
than the variables derived from the precipitationdredicting moderate-to-very severe
agricultural droughts. The 1975-1997 data were teechodel development while the
1998-2002 data were used for model testing. Ab8&b 8ccuracy was achieved in
predicting the non-drought category while 71% aacymwas achieved in predicting the
drought category. It was concluded that patterngeition techniques could be applied
for predicting drought qualitatively, which woul@lacurrent methods of drought
prediction.
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1.0 Introduction

Drought is an important climatic phenomenon thaiuog due to water scarcity and hinders
various economic sectors e.g., agricultural, ingaistmunicipal, and recreational (Schipper,
2003). At a global scale, more people are affebtedrought than any other natural disaster
(Hewitt, 1997). There is a wide variation in howopke across the globe perceive drought. More
than 150 drought definitions are available in fberdture (Krishnan, 1979; Dracup et al., 1980;
Wilhite and Glantz, 1987). In this study, we dey&ld a method of predicting an agricultural
drought (hereafter referred to as drought) forGlamadian prairies which are characterized with
a semi-arid climate system. Droughts occur whep grelds are significantly lower than their
long-term averages, usually due to adverse weatetitions.

Spring wheat (hereafter referred to as wheat), leaaod barley are the major crops of
the prairies with the combined harvested area oti&®0 million ha (Statistics Canada, 1998),
half of which is occupied by wheat. About 75% o tbtal wheat produced on the prairies is
exported, which contributes significantly to then@dian economy (McKay, 1983; Walker,
1989). Drought is the most costly hydrometeorolabmatural disaster of Canada (Dore, 2003)
and has a direct impact on Canadian wheat expdvet#er marketing strategy for wheat export
can be developed and higher profits achieved aght could be predicted accurately by
predicting the decline in wheat production aroumel harvest time as explained in the following
section.

2.0 Drought Prediction

Drought prediction can be categorized as quav@alr qualitative. In the quantitative
case, one predicts the value of a drought-defiaargable, while in the latter case the prediction
is made as to whether or not a drought of a giesersty would occur. In both cases, a drought-
defining variable is required to begin the predictprocess. Since the crop yield (production per
unit area) is directly affected by drought (Raalet1984; Venkateswarlu, 1993), it can be
considered as a drought-defining variable. Ingtesent study, the wheat yield is considered as
a gquantitative variable to define drought, becamiseat is the single most important crop of the
prairies with the largest harvested area and lygeat economic value (Kumar, 1999). Based on
a negative deviation of the estimated yield fromirttong-term averages, drought severity levels
(e.g., nil, mild, moderate, severe, or very seveoeld be determined. For example, the
deviation could be greater than -10% for nil draiigéinge from -10% to -20% for mild
drought, from -20% to -40% for moderate drougtant -40% to -60% for severe drought, and
be lower than -60% for very severe drought.

In general, drought is predicted quantitativelydsyimating crop yields using statistical
regression or time series techniques (Walker, 1B8&ar, 1998; Boken 2000). Walker (1989)
developed a model to estimate wheat yields fopta&ies using monthly temperature and
precipitation data. The crop yield also dependadufitional variables relating to, for example,
irrigation, fertigation, and crop disease. For pnaries, however, the irrigated area is negligible
and the amount of fertigation can be considerdalest@ver the years. Occurrence of the crop
disease is spatially and temporally random andisasy to model its impact on crop yields. As
a result, only weather-based variables were usedettict wheat yields. Boken and Shaykewich
(2002) modified the Walker's model by using da#ynperature, precipitation, and satellite data.
The objective of the present study was to testvweenapproach called pattern recognition (PR)



for predicting drought qualitatively. Drought beiagery complex phenomenon, it is prudent to
employ more than one technique to strengthen theigiron. Pattern recognition has been
successfully applied in various fields, but its lagggion to drought prediction is rather new.

3.0 Methodology

3.1 Study Area and Data Collection

The prairies extend from 48 (Canada-US border) to M latitude, and between

approximately 98\ and 114 W longitude encompassing western Manitoba, Salskatan, and
eastern Alberta. Saskatchewan produces approxyr@@b of the total wheat grown on the
prairies. Five crop districts (districts-1b, 3bb, 8a, and 9a) of Saskatchewan were selected for
the study. These districts lie in the zones thaedrnce varying degrees of drought proneness
(Figure 1).

0
e e— Crop Districts Selected for this Study

Source: Canadan wheat
Bocrd (unpublished)

Figure 1. The five crop districts in Saskatchew@anada, that were selected for the
study.



The climate of the region encompassing theseicisis generally classified as semi-arid with
long (and cold) winters and short (and warm) sunsmdiable 1 presents the variability in wheat
yields and climate for the selected districts.

Table 1. The variability in spring wheat yield-dashort-term climate for the
selected crop districts in Saskatchewan, Canadadoan the 1975-2002 data.

Crop Spring wheat yield (ton Fa Climate
district | Min | Max | Mean| Standard | Average Average
deviation | temperature| precipitation
(C) (mm)

1b 1.08 | 251| 1.84| 0.36 15.4 252

3bn 0.50 | 2.24| 1.77)| 0.42 16.2 221

4b 044 | 242| 1.66| 0.55 17.0 182

6a 0.61| 2.36| 1.78] 0.37 16.0 251

9a 0.65| 2.62| 1.98| 0.39 15.2 234

While the district-4b experiences higher tempemand lower seasonal rainfall, the
district-9a falls in a moisture-adequate regiorctsa selection of districts was
appropriate for the study, because it would pematel testing under non-uniform
climatic conditions and therefore will help improwe model reliability.

For the selected districts, wheat yield and weatla¢s were collected from the
Canadian Wheat Board for the period from 1975 @22@he original source for the data
was Statistics Canada (www.statcan.ca). While tblel ylata were collected at district
levels, weather data were collected for a few waeragkations located across districts.
Only those weather stations for which the complietia were available for the entire
study period were selected. The selected weatagors$ included Broadview (district-
1b), Elrose and Swift Current (district-3bn), Engwédistrict-4b), Dual and Watrous
(district-6a), Prince Albert and North Bat. (distrBa) as shown in Figure 1. The daily
temperature (minimum and maximum, @) and the daily precipitation (in mm) data
were collected for the typical cropping period (Miago August 31).

3.1 Derivingthe Variables

The data were collected only for three quantitati@eables - daily temperature, daily
precipitation, and annual yield. Annual yield waed only to label a particular year as
drought year or non-drought year as required byPfRaechniques used in the present
study. Temperature and precipitation data were t@eouilding a drought prediction
model. These parameters, in their original forms,ret as effective indicators of
drought as their derivates. Also, it is desirablednsider a higher number of variables
from which to select a few variables to developedction model. Therefore, variables
were derived from the daily temperature and préatijoin data.

For each selected district, 32 variables were ddrivSixteen variables were
related to the monthly averages of temperatureanthty total of precipitation, and the
remaining sixteen variables were related to thedsted deviation in the daily
temperature or precipitation for each month. Theabdes thus derived included: daily
minimum temperature averaged for May, June, JuliyAungust (Tisavg Theavg Tn7avg @nd



Thsavg, respectively), daily maximum temperature aversgedMay, June, July, and
August (Tsavg Txeavg Tx7avg and Teavg, respectively), the daily average temperature for
May, June, July, and Augustslg Teavg T7avg @Nd kavg respectively), the total
precipitation for May, June, July, and Auguss, (B, P;, and R, respectively), the
standard deviation in the daily minimum temperataréMay, June, July, and August
(Thssa Thesa Tn7sa @and Tgsq respectively), the standard deviation in théydaiaximum
temperature for May, June, July, and Augustdl Txesa Txzsa and kssq respectively),

the standard deviation in the daily average temperdor May, June, July, and August
(Tssa Tesa T7sa and Tksg respectively), and the standard deviation incdudy

precipitation for May, June, July, and Augusis{PPssae Prsa and RBsq respectively).

In addition, a variable with two categories (noayht and drought) was included. A
non-drought category was assigned to a year & wiheat yield for that year exceeded a
threshold yield, Y(Table 2). Otherwise, a drought category was assido the year. Five values
(-10, -20, -30, -40, and -50% deviation from therage yield) were examined to defing X
value of -10% deviation meant that ¥qualled 90% of the average yield, and so owalae
of -20% was considered appropriate, because a asloe -20% will not really mean a drought
of much concern and a value below -20% resulteédarfew drought categories to attempt a
satisfactory analysis. It should be noted heradtbeght definition adopted in this paper may not
be considered a standard definition of droughtbld& presents an example of deriving
guantitative variables only for the month of May foe district-3bn. These variables were
derived for June, July, and August for each setedistrict. Using the 32 quantitative variables
and a categorical variable for each district, vagipattern recognition techniques were applied
for predicting drought qualitatively.

3.2 Pattern Recognition Techniques

Pattern Recognition is a process that can be aseldgdsify an object by analyzing the numerical
data that characterize the object. Various acadéetds, such as image processing, medical
engineering, criminology, speech recognition, agdature identification have applied pattern
recognition to classify objects of interest (Dudlale 2001). However, pattern recognition
techniques have hardly been explored for drouggdiption. Various pattern recognition
techniques are available in the literature (Jachgnn, 1993; Duda et al., 2001) but only a few
techniques were selected for the present study 8ai-variable and multiple-variable cases
were considered. In the two-variable case, an-@omection (EC) procedure (Duda et al., 2001,
Kumar et al., 1998) was applied and, in the mudtiygriable case, both linear (linear
discriminant analysis) and nonlinear (Nearest Neigin) techniques were applied.



Table 2. Categorization of a year as drought (Ojar-drought (ND) year on the basis of
the deviation from the average wheat yield.

Year Spring Yield | Categor}
wheat yield | deviat
(ton ha®) ion
(%) *

1975 1.67 -5.6 ND

1976 2.21 24.9 ND

1977 2.04 153 ND

1978 1.71 -3.4 ND

1979 153 -13.3 ND

1980 154 -13.0 ND

1981 1.80 1.7 ND

1982 2.21 24.9 ND

1983 1.88 6.2 ND

1984 1.28] -27.7 O
1985 0.91] -48.4 O
1986 2.08 1759 ND

1987 1.86 5.1 ND

1988 0.50] -71.7 O
1989 1.67 -5.6 ND

1990 2.08 1759 ND

1991 2.23 26.0 ND

1992 1.96 10.9 ND

1993 2.21 24.9 ND

1994 1.83 3.4 ND

1995 1.88 6.2 ND

1996 1.74 -1.7 ND

1997 2.07 16.§ ND

1998 1.80 1. ND

1999 224 263 ND

2000 2.02 143 ND

2001 1.25 -29.7 O
2002 1.36 -23.2 D

Note:*Yield deviation is from 1.77 t/ha, the averageldifor the 1975-2002 periofiYield deviation
below -20% results in non-drought (ND), and ab&@ results in drought (D) category.

Prior to applying the EC procedure, an yield vecdormed with two elements (in the
present case, temperature and precipitation datedbaariables). Subsequently, three steps are
taken in sequence: (i) an additional element afihcluded into the elements of all of the yield
vectors, (i) all of the elements in every veatbthe second category (i.e., drought vector) are
multiplied by -1 and (iii) a solution vector, W idetermined such that the product of W with
any yield vector, Y, exceeds zero. That is,

YiW>0 for all [1]
wherei, which is used to identify a vector, ranges frbto the total number of vectors
(Duda et al., 2001).



Table 3. A few of the derived variables that wesasidered for developing pattern
recognition models to predict a drought for digtBbn, Saskatchewan, Canada.

Year | Categ- Quantitative variables (for M8y
orical Average of daily data Standard deviation in daily
variable data
T><5avc TnSaV( T5avc P5 Tx55c TnSS( T5S( PSsc
o 1975| ND 15.9 3.5 9.7 61.6 4/9 34 3.7 4.7
‘| 1976| ND 21.9 4.5 13.2 20.4 4.9 47 43 3.2
©| 1977| ND 20.1 6.7 134 126.8 6.2 319 45 8.1
11978 ND 18.6 5.7 12.1 53.9 4.9 32 37 5.2
1979| ND 15.1 2.8 9.0 37.1 7.4 4.8 5|8 2.2
1980| ND 22.6 6.0 14.3 10.0 6.1 6/2 5|9 15
1981| ND 19.7 5.0 12.4 24.3 5.4 417 416 1.7
1982| ND 14.8 3.3 9.0 110.8 7.8 45 5|3 9.4
1983| ND 16.2 2.6 9.4 53.( 6.8 4.8 5|6 6.2
1984 D 18.0 3.0 10.5 294 6|0 48 5.0 3.6
1985 D 20.9 6.7 13.9 326 5|5 32 4.0 .5
1986| ND 18.5 5.6 12.1 106]1 8|6 57 6.8 7.5
1987| ND 21.4 6.4 13.9 215 5/4 36 36 1.7
1988 D 23.7 7.4 15.6 282 5|6 43 45 1.5
1989| ND 17.9 4.7 11.4 76.6 5.p 38 39 5.9
1990| ND 17.4 4.1 10.8 60.4 5.9 50 5|0 4.8
1991| ND 17.9 4.8 11.4 76.0 6.3 46 5|1 8.5
1992| ND 18.1 4.2 11.2 40.4 6.8 41 49 3.9
1993| ND 20.3 4.5 12.4 15.% 5.0 44 41 1.4
1994| ND 18.7 5.4 12.1 67.3 5.8 366 38 4.6
1995| ND 175 3.2 10.4 53.% 5.7 45 416 4.2
1996| ND 14.0 3.1 8.6 72.5 5.2 43 4}4 4.6
1997| ND 17.6 4.2 10.9 54.0 6.p 413 47 5.1
1998| ND 21.7 5.3 13.5 37.2 4.4 417 40 4.5
o 1999| ND 16.7 4.7 10.7 81.3 6.5 319 47 5.6
S| 2000 ND 18.9 4.3 11.6 19.8 4.7 40 319 3.1
S| 2001 D 21.0 4.8 12.9 192 416 42 4.0 .6
=l 2002 D 17.4 15 9.6 130 1.6 6.4 B.7 1.3

Note:*Interpreting the variables: T and P refer to théydamperature and precipitation, respectively;
subscriptn is for minimum and x is for maximum; numbers 576and 8 indicate May, June, July, and
August, respectively; subscrigtg is for average anstl is for standard deviation. For examplgs.Jyis the
maximum daily temperature averaged for Mayishthe total precipitation for May.

To begin with, W is assumed to be a unit vectr every element is equal to 1. Then
the product of W with the individual yield vectar ¢computed. If the condition (Equation 1) is
not satisfied, the W is corrected as follows:

W1 = Wi + /K * Y [2]
wherec is greater than zero (usually chosen askl)whose initial value is zero for unit
vector, W, is increased by 1 every time a cdiwadn the W is required. Ys the yield vector
whose product with the W does not exceed zeroaaralresult, a correction in the W is sought.
This process of correcting the W continues urmfilaion 2 is satisfied.



In the present case, two variables, out of 32 tjaive variables, were selected at a
time as elements of yield vector to examine if latson vector, W, existed that could linearly
separate drought from non-drought events. An iterairocedure was applied using a computer
program but no such solution vector was found isteXhis reiterates the complexity involved
in the analysis of agricultural drought. To procéadher, the multiple-variable case was

considered for analysis.

Pattern recognition for a multiple variable casgibg with determining a subset of the
variables whose linear combination best revealgdifierences among classes (drought and non-
drought). For this purpose, a stepwise discrimipaatedure of SAS software was applied. This
procedure eliminates highly inter-correlated vaeabTable 4 lists the variables that were found
to be significant for developing a prediction mofileach district. Using these variables the
linear and nonlinear techniques of discriminantysia were applied to predict drought for each
district.

Table 4. Variables that were found to be significas a result of the stepwise
discriminant analysis for developing drought prédit models for the selected districts
of Saskatchewan, Canada.

Crop Significant variables Average squared
district canonical
correlation
1b Tnssc, Tn55c, Tx7sc 0.67
an -I;(7avc, Tn7avg,Tn6S(, P7$c, P85c, TX5$C| TnGavc 1T85( 0.94
4b Tx7avc ’ Tesc, Tn7sc, T5avc, Tn8avc, Txesc, Tnesc, T8avc 0.90
6a Tnsse, Tx7ave Tx6sc Tn7avg, T 7ave 0.73
9a -&Gavc, Tn7su THSS() PG 0.65

3.2.1 Linear Discriminant Analysis

By performing this analysis on quantitative datpasated by categories (non-drought
and drought, in the present case), a linear diseant function (LDF) is obtained to linearly
discriminate one category from the other. To dgvelach a function, the whole data set for 28
years (1975-2002) was divided into two sets: thming set (1975-1997) and the testing set
(1998-2002). While the training set was used faretteping the LDF, the testing set was used
for testing the prediction performance of the LDBble 5 shows the constants and coefficients
for the LDFs that were obtained for all of the sete districts.



Table 5. Constants and coefficients for lineacuminant functions that were developed for
predicting drought and non-drought events for fiv@p districts in Saskatchewan, Canada

District 1b District 3bn District 4b District 6a Blrict 9a
Variable | Coeff | Coeff? | Variable | Coeffl | Coeff2 Variable| Coeffl | Coeff2 Variable| Coeffl | Coeff2 Variable| Coeffl | Coeff2
or or or or or
constant constant constant constant constant
Constant -110.7 -164.3 Constapt -1482.0 2081.0 faohs -770.5 -1003 Constant -359(2 -467.6 Consfant 85.1-| -154.8
Tn8sd 22.8 28.1 Tx7avg 21216 258.7 Tx7ayg 34.5 41.9rn5sd 24.2 29.3 Tx6avg 10 14
Tn5sd 16.0 19.7 Tn7avg -281|3 -347.5 T6s 129.6  .2199 Tx7avg -665.2 -784.(
Tx7sd 21.6 25.7 Tn6sd 1543 186.1 Tn7sd -61.8 -18.9x6sd 31.9 36.0
P7sd 36.9 447 T5avg 23|14 2177 Tn7ayg -6924 7.8
P8sd 44.4 52.7 Tn8avg 1017 21.0 T7aVg 1312.0 7.06
Tx5sd 63.5 74.9 Tx6sd -35)0 -64/4
Tn6avg -24.9 -30.9 Tn6sd 2.8 -25.1
T8sd -41.8 -53.9 T8avg 74 118

Note:? Coeff.1 refers to the coefficients for categoriyel, nondrought, and. coeff.2 refers to the coefficients for categoriye2,
drought.

For applying linear discriminant analysis, thehintcategory data are required to be

normally distributed. In the present case, howether maximum number of drought years in the
training period was too low (only 5) to satisfadiptest and identify the distribution. Hence, a

nonparametric technique (Nearest Neighbour) whadsdot require a normally distributed data
was also undertaken.

3.2.2 K-Nearest Neighbour Analysis

This rule classifies an unknown subset of variabdebe category of majority of itsNearest

Neighbours. Letx, O{x,, X,,....x,}. X'» will be a nearest neighbor to x if

min d(%, X) =d (Xh, X)

wherei=1, 2, ..., n.

[3]



The value ok used for this technique, was 2. Table 5 preséetslassification (or prediction)
accuracy achieved using this technique. The Ne&kaighbour analysis was repeated wt3,
but the accuracy was found to be the same as icaite 0k=2.

4.0 Results and Discussion
4.1. Significant Variables

Three variables for the district-1b, eight variabbach for the districts-3bn and 4b, five variables
for the district-6a, and four variables for thetdcd-9a were found to be most significant for
drought prediction (Table 4). Some of the variablese found to be significant for more than
one crop district. Two variablesyskqand T7avg Were significant for the highest number (3) of
crop districts. Jssqwas significant for the districts-1b, 6a, and®hile Tx7aygWas significant

for the districts-3bn, 4b, and 6a,7d,gwas significant for two crop districts (4b and.da)

parallel, Tssqgwas found to be significant for two crop distri¢d® and 6a), andnisqtoo was
significant for two districts (1b and 6a).

Based on the above observations, it can be dfaaedhe maximum and minimum
temperatures in May and July are the most critiealables to predict drought for the Canadian
prairies. Wheat sowing takes place in May whilelieading phenological phase occurs in July.
Weather conditions during the sowing and headiraggeh affect crop yield significantly. Out of
the 20 variables that were found significant, ahige variables @ Pssqand Rsg were derived
from the precipitation data while the remainingvhriables were derived from the temperature
data. Out of these 17 variables, only five varialflBavg Tesa Tzavg Tssa and Tavg pertained to
the daily average temperature while the remainangables were related to either minimum or
maximum temperature. Therefore, it would be appab@to conclude that the discrimination of
a drought event from a non-drought event is relatede to the daily extreme temperatures than
to the daily average temperatures. Nevertheleshpitld be noted here that the drought category
as defined in this paper refers to a combined ggJevel that ranges from moderate to very
severe. It is possible that the influence of terapae or precipitation on drought prediction will
change if a drought of more specific severity lagadxamined. Such an examination could not
be possible as explained in the later part of thlewing section.

4.2 Prediction Accuracy

For the present analysis, accuracy is definedepéhcentage of events (drought or non-
drought) correctly classified (or predicted) irrainiing or testing dataset using a PR model
which was developed using the training dataset.adoeracy achieved by using the Nearest
Neighbor technique for qualitative prediction ohadrought and drought events is presented in
Tables 6 and 7, respectively. Accuracy is showrb@h training and testing datasets. It can be
observed that overall (or average) accuracy wasehifpr classifying non-drought events (Table
6) than drought events (Table 7).

In addition, the average accuracy was higher ircése of the training set as compared to the
testing set. Training set accuracy was 98% foripted non-drought events and 100% for
predicting droughts events.
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Table 6. Accuracy obtained in classifying (or potitig) a non-drought event using
nearest neighbour technique, for training andrigsdatasets, for the selected crops
districts of Saskatchewan, Canada.

Crop Training set Testing set
district | ND? | D° | Total | Accuracy] ND | D | Total| Accuracy
(%) (%)
1b 17 1 18 94 4 1 5 80
3bn 20 0 20 100 3 Q 3 100
4b 18 0 18 100 1 2 3 33
6a 18 1 19 95 3 0 3 100
9a 22 0 22 100 4 Q 4 100
Total/ | 95 2 97 95/97*| 15 3 18 15/18*
Averagd 100=98 100=83

Note:*ND refers to a non-drought, af® refers to a drought event.

Table 7. Accuracy in classifying (or predictingdl@ught event using a Nearest
Neighbour technique, for training and testing dettsi$or the selected crop districts of
Saskatchewan, Canada.

Crop Training set (1975-1997) Testing set (1998-2002)

district| ND° | D° | Total|Accuracyf ND| D | Total| Accuracy
(%) (%)

1b 0 5 5 100 0 0 0 NA

3bn 0 3 3 100 0 2 2 100

4b 0 5 5 100 0 2 2 100

6a 0 4 4 100 1 1 2 50

9a 0 1 1 100 1 0 1 0
Total/ | O 18 18 100 2 5 7| 5/7*100=f1
Averags

2 ND refers to a non-drought afid refers to a drought event.

The average accuracy for the testing set was 88%réalicting the non-drought events
and 71% for predicting the drought events. Sineentlimber of drought events occurred during
the study period was low, droughts of moderategse\and very severe levels were combined to
define a single category to obtain a reasonablebeuwf drought events in the dataset to
perform a satisfactory analysis. The thresholddyfet a district was assumed to be 80% of the
long-term average of yield of the district.

In the present dataset, the wheat yield for theighbcategories ranged widely - from
20% to 75% of the long-term averages. If this eamgre narrower (e.g., 20% to 40%, 40% to
60%, or 60% to 80%) which would refer to a droughinore specific severity level, the
behaviour of temperature and precipitation base@di@s could be better judged. But in the
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present case, an adequate number of drought edientst exist within the narrower ranges and
hence the analysis with varying ranges, thoughre@éscould not be attempted.

5.0 Conclusion

The Nearest Neighbour technique using temperatdeeecipitation data was applied to
classify or predict agricultural drought eventsfige crop districts in Saskatchewan, Canada.
Within the data period (1975-2002), the moderateety severe droughts were grouped into a
single drought category. The overall accuracy wa# 8r predicting non-drought events and
71% for predicting drought events. It can be codel that pattern recognition techniques could
also be used for drought prediction and their piaeshould be explored further. Analysis of
agricultural drought is a very complex process iambuld always be wise to attempt drought
prediction using multiple techniques, quantitatagewell as qualitative, to strengthen the
prediction and improve the decision making for djisiumanagement.
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