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Abstract 

 
Predicting droughts and their impacts upon overall agricultural production helps in 
drought management. Generally, statistical regression or time series techniques are 
employed to predict agricultural droughts quantitatively. Linear (error correction, linear 
discriminant) and nonlinear (k-Nearest Neighbour) techniques of pattern recognition 
were used for predicting agricultural droughts qualitatively.  A total of five crop districts 
in the province of Saskatchewan in the Canadian prairies, were selected. Thirty two 
variables were derived for each district from the daily temperature and precipitation data 
for the period from 1975 to 2002 to develop pattern recognition models. The variables 
derived from the minimum or maximum temperature were found to be more significant 
than the variables derived from the precipitation for predicting moderate-to-very severe 
agricultural droughts. The 1975-1997 data were used for model development while the 
1998-2002 data were used for model testing. About 83% accuracy was achieved in 
predicting the non-drought category while 71% accuracy was achieved in predicting the 
drought category. It was concluded that pattern recognition techniques could be applied 
for predicting drought qualitatively, which would aid current methods of drought 
prediction. 
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1.0 Introduction 
 

Drought is an important climatic phenomenon that occurs due to water scarcity and hinders 
various economic sectors e.g., agricultural, industrial, municipal, and recreational (Schipper, 
2003). At a global scale, more people are affected by drought than any other natural disaster 
(Hewitt, 1997). There is a wide variation in how people across the globe perceive drought. More 
than 150 drought definitions are available in the literature (Krishnan, 1979; Dracup et al., 1980; 
Wilhite and Glantz, 1987). In this study, we developed a method of predicting an agricultural 
drought (hereafter referred to as drought) for the Canadian prairies which are characterized with 
a semi-arid climate system.  Droughts occur when crop yields are significantly lower than their 
long-term averages, usually due to adverse weather conditions.   

Spring wheat (hereafter referred to as wheat), canola, and barley are the major crops of 
the prairies with the combined harvested area of about 20 million ha (Statistics Canada, 1998), 
half of which is occupied by wheat. About 75% of the total wheat produced on the prairies is 
exported, which contributes significantly to the Canadian economy (McKay, 1983; Walker, 
1989). Drought is the most costly hydrometeorological natural disaster of Canada (Dore, 2003) 
and has a direct impact on Canadian wheat export. A better marketing strategy for wheat export 
can be developed and higher profits achieved if a drought could be predicted accurately by 
predicting the decline in wheat production around the harvest time as explained in the following 
section.  
 
2.0 Drought Prediction   
 
 Drought prediction can be categorized as quantitative or qualitative. In the quantitative 
case, one predicts the value of a drought-defining variable, while in the latter case the prediction 
is made as to whether or not a drought of a given severity  would occur. In both cases, a drought-
defining variable is required to begin the prediction process. Since the crop yield (production per 
unit area) is directly affected by drought (Rao et al., 1984; Venkateswarlu, 1993), it can be 
considered as a drought-defining variable.  In the present study, the wheat yield is considered as 
a quantitative variable to define drought, because wheat is the single most important crop of the 
prairies with the largest harvested area and has a great economic value (Kumar, 1999). Based on 
a negative deviation of the estimated yield from their long-term averages, drought severity levels 
(e.g., nil, mild, moderate, severe, or very severe) could be determined. For example, the 
deviation could be greater than -10% for nil drought, range from -10%  to -20% for mild 
drought, from  -20% to -40% for moderate drought, from -40% to -60% for severe drought, and 
be lower than -60% for very severe drought.   
 In general, drought is predicted quantitatively by estimating crop yields using statistical 
regression or time series techniques (Walker, 1989; Kumar, 1998; Boken 2000). Walker (1989) 
developed a model to estimate wheat yields for the prairies using monthly temperature and 
precipitation data. The crop yield also depends on additional variables relating to, for example, 
irrigation, fertigation, and crop disease. For the prairies, however, the irrigated area is negligible 
and the amount of fertigation can be considered stable over the years. Occurrence of the crop 
disease is spatially and temporally random and is not easy to model its impact on crop yields. As 
a result, only weather-based variables were used to predict wheat yields.  Boken and Shaykewich 
(2002) modified the Walker’s model by using daily temperature, precipitation, and satellite data. 
The objective of the present study was to test a newer approach called pattern recognition (PR) 
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for predicting drought qualitatively. Drought being a very complex phenomenon, it is prudent to 
employ more than one technique to strengthen the prediction. Pattern recognition has been 
successfully applied in various fields, but its application to drought prediction is rather new.  
 
3.0 Methodology 
 
3.1 Study Area and Data Collection 
The prairies extend from 49°N (Canada-US border) to 54° N latitude, and between 
approximately 96°W and 114° W longitude encompassing western Manitoba, Saskatchewan, and 
eastern Alberta. Saskatchewan produces approximately 60% of the total wheat grown on the 
prairies. Five crop districts (districts-1b, 3bn, 4b, 6a, and 9a) of Saskatchewan were selected for 
the study. These districts lie in the zones that experience varying degrees of drought proneness 
(Figure 1).  

 

Figure 1. The five crop districts in Saskatchewan, Canada, that were selected for the 
study. 
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The  climate of the region encompassing these districts is generally classified as semi-arid with 
long (and cold) winters and short (and warm) summers.  Table 1 presents the variability in wheat 
yields and climate for the selected districts.  
 

Table 1. The variability in  spring wheat yields and short-term climate for the 
selected crop districts in Saskatchewan, Canada, based on the 1975-2002 data. 

Crop 
district 

Spring wheat yield (ton ha-1) Climate 
Min  Max  Mean  Standard 

deviation 
Average 
temperature 
( °C) 

Average 
precipitation 
(mm) 

1b 1.08 2.51 1.84 0.36 15.4 252 
3bn 0.50 2.24 1.77 0.42 16.2 221 
4b 0.44 2.42 1.66 0.55 17.0 182 
6a 0.61 2.36 1.78 0.37 16.0 251 
9a 0.65 2.62 1.98 0.39 15.2 234 

 
While the district-4b experiences higher temperature and lower seasonal rainfall, the 
district-9a falls in a moisture-adequate region. Such a selection of districts was 
appropriate for the study, because it would permit model testing under non-uniform 
climatic conditions and therefore will help improve the model reliability. 

For the selected districts, wheat yield and weather data were collected from the 
Canadian Wheat Board for the period from 1975 to 2002; the original source for the data 
was Statistics Canada (www.statcan.ca). While the yield data were collected at district 
levels, weather data were collected for a few weather stations located across districts. 
Only those weather stations for which the complete data were available for the entire 
study period were selected. The selected weather stations included Broadview (district-
1b), Elrose and Swift Current (district-3bn), Empress (district-4b), Dual and Watrous 
(district-6a), Prince Albert and North Bat. (district-9a) as shown in Figure 1. The daily 
temperature (minimum and maximum, in °C) and the daily precipitation (in mm) data 
were collected for the typical cropping period (May 1 to August 31).  

 
3.1 Deriving the Variables 
 
The data were collected only for three quantitative variables - daily temperature, daily 
precipitation, and annual yield. Annual yield was used only to label a particular year as 
drought year or non-drought year as required by the PR techniques used in the present 
study. Temperature and precipitation data were used for building a drought prediction 
model. These parameters, in their original forms, are not as effective indicators of 
drought as their derivates. Also, it is desirable to consider a higher number of variables 
from which to select a few variables to develop a prediction model. Therefore, variables 
were derived from the daily temperature and precipitation data. 

For each selected district, 32 variables were derived.  Sixteen variables were 
related to the monthly averages of temperature or monthly total of precipitation, and the 
remaining sixteen variables were related to the standard deviation in the daily 
temperature or precipitation for each month. The variables thus derived included: daily 
minimum temperature averaged for May, June, July and August (Tn5avg, Tn6avg, Tn7avg, and 
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Tn8avg, respectively), daily maximum temperature averaged for  May, June, July, and 
August (Tx5avg, Tx6avg, Tx7avg, and Tx8avg,  respectively), the daily average temperature  for 
May, June, July, and August (T5avg, T6avg, T7avg, and T8avg,  respectively), the total 
precipitation for May, June, July, and August (P5, P6, P7, and P8, respectively), the 
standard deviation in the daily minimum temperature for May, June, July, and August 
(Tn5sd, Tn6sd, Tn7sd, and Tn8sd, respectively),  the standard deviation in the daily maximum 
temperature for May, June, July, and August (Tx5sd, Tx6sd, Tx7sd, and Tx8sd, respectively), 
the standard deviation in the daily average temperature for May, June, July, and August 
(T5sd, T6sd, T7sd, and T8sd, respectively), and the standard deviation in the daily 
precipitation for May, June, July, and August (P5sd, P6sd, P7sd, and P8sd, respectively). 

In addition, a variable with two categories (non-drought and drought) was included. A 
non-drought category was assigned to a year if   the wheat yield for that year exceeded a 
threshold yield, Yt (Table 2). Otherwise, a drought category was assigned to the year. Five values 
(-10, -20, -30, -40, and -50% deviation from the average yield) were examined to define Yt. A 
value of  -10%  deviation meant that  Yt  equalled 90% of the average yield, and so on.  A value 
of -20% was considered appropriate, because a value above -20%  will not really mean a drought 
of much concern and a value below -20%  resulted in too few drought categories  to attempt a 
satisfactory analysis. It should be noted here the drought definition adopted in this paper may not 
be considered a standard definition of drought.  Table 3 presents an example of deriving 
quantitative variables only for the month of May for the district-3bn. These variables were 
derived for June, July, and August for each selected district. Using the 32 quantitative variables 
and a categorical variable for each district, various pattern recognition techniques were applied 
for predicting drought qualitatively. 

 
3.2 Pattern Recognition Techniques 
 
Pattern Recognition is a process that can be used to classify an object by analyzing the numerical 
data that characterize the object. Various academic fields, such as image processing, medical 
engineering, criminology, speech recognition, and signature identification have applied pattern 
recognition to classify objects of interest (Duda et al., 2001). However, pattern recognition 
techniques have hardly been explored for drought prediction. Various pattern recognition 
techniques are available in the literature (Jain and Flynn, 1993; Duda et al., 2001) but only a few 
techniques were selected for the present study. Both two-variable and multiple-variable cases 
were considered. In the two-variable case, an error-correction (EC) procedure (Duda et al., 2001; 
Kumar et al., 1998) was applied and, in the multiple-variable case, both linear (linear 
discriminant analysis) and nonlinear (Nearest Neighbour) techniques were applied. 
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Table 2. Categorization of a year as drought (D) or non-drought (ND) year on the basis of 
the deviation from the average wheat yield. 
 

 
Year 

 
Spring 

wheat yield 
(ton ha-1) 

 
Yield 
deviat

ion 
(%) a 

 
Categoryb 

1975 1.67 -5.6 ND 
1976 2.21 24.9 ND 
1977 2.04 15.3 ND 
1978 1.71 -3.4 ND 
1979 1.53 -13.5 ND 
1980 1.54 -13.0 ND 
1981 1.80 1.7 ND 
1982 2.21 24.9 ND 
1983 1.88 6.2 ND 
1984 1.28 -27.7 D 
1985 0.91 -48.6 D 
1986 2.08 17.5 ND 
1987 1.86 5.1 ND 
1988 0.50 -71.7 D 
1989 1.67 -5.6 ND 
1990 2.08 17.5 ND 
1991 2.23 26.0 ND 
1992 1.96 10.7 ND 
1993 2.21 24.9 ND 
1994 1.83 3.4 ND 
1995 1.88 6.2 ND 
1996 1.74 -1.7 ND 
1997 2.07 16.8 ND 
1998 1.80 1.6 ND 
1999 2.24 26.3 ND 
2000 2.02 14.3 ND 
2001 1.25 -29.2 D 
2002 1.36 -23.2               D 

Note: a.Yield deviation is from 1.77 t/ha, the  average  yield for the 1975-2002 period, b.Yield deviation 
below -20% results in  non-drought (ND), and above -20%  results in drought (D) category. 

 
Prior to applying the EC procedure, an yield vector is formed with two elements (in the 

present case, temperature and precipitation data based variables). Subsequently, three steps are 
taken in sequence: (i) an additional element of 1 is included into the elements of all of the yield 
vectors,  (ii) all of the elements in every vector of the second category (i.e., drought vector) are 
multiplied by -1 and (iii) a  solution vector, W, is  determined  such that the product of  W with 
any yield vector, Yi , exceeds zero. That is, 

 
  Yi W > 0        for all i        [1] 

where i, which is used to identify a vector,  ranges from 1 to the total number of vectors 
(Duda et al., 2001). 
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Table 3. A few of the derived variables that were considered for developing pattern 
recognition models to predict a drought for district 3bn, Saskatchewan, Canada. 
 

 Year Categ-
orical 

variable 

Quantitative variables (for Maya) 
Average of daily data Standard deviation in daily 

data 
Tx5avg Tn5avg T5avg P5 Tx5sd Tn5sd T5sd P5sd 

T
ra

in
in

g  1975 ND 15.9 3.5 9.7 61.6 4.9 3.4 3.7 4.7 
1976 ND 21.9 4.5 13.2 20.4 4.9 4.7 4.3 2.2 
1977 ND 20.1 6.7 13.4 126.8 6.2 3.9 4.5 8.1 
1978 ND 18.6 5.7 12.1 53.9 4.9 3.2 3.7 5.2 
1979 ND 15.1 2.8 9.0 37.1 7.4 4.8 5.8 2.2 
1980 ND 22.6 6.0 14.3 10.0 6.1 6.2 5.9 1.5 
1981 ND 19.7 5.0 12.4 24.3 5.4 4.7 4.6 1.7 
1982 ND 14.8 3.3 9.0 110.8 7.3 4.5 5.3 9.4 
1983 ND 16.2 2.6 9.4 53.0 6.8 4.8 5.6 6.2 
1984 D 18.0 3.0 10.5 29.4 6.0 4.8 5.0 3.6 
1985 D 20.9 6.7 13.9 32.6 5.5 3.2 4.0 2.5 
1986 ND 18.5 5.6 12.1 106.1 8.6 5.7 6.8 7.5 
1987 ND 21.4 6.4 13.9 21.5 5.4 3.6 3.6 1.7 
1988 D 23.7 7.4 15.6 28.2 5.6 4.3 4.5 4.5 
1989 ND 17.9 4.7 11.4 76.6 5.2 3.8 3.9 5.9 
1990 ND 17.4 4.1 10.8 60.4 5.9 5.0 5.0 4.8 
1991 ND 17.9 4.8 11.4 76.0 6.3 4.6 5.1 5.5 
1992 ND 18.1 4.2 11.2 40.4 6.8 4.1 4.9 2.9 
1993 ND 20.3 4.5 12.4 15.5 5.0 4.4 4.1 1.4 
1994 ND 18.7 5.4 12.1 67.3 5.3 3.6 3.8 4.6 
1995 ND 17.5 3.2 10.4 53.5 5.7 4.5 4.6 4.2 
1996 ND 14.0 3.1 8.6 72.5 5.2 4.3 4.4 4.6 
1997 ND 17.6 4.2 10.9 54.0 6.2 4.3 4.7 5.1 

T
es

tin
g

 

1998 ND 21.7 5.3 13.5 37.2 4.4 4.7 4.0 4.5 
1999 ND 16.7 4.7 10.7 81.3 6.5 3.9 4.7 5.6 
2000 ND 18.9 4.3 11.6 19.8 4.7 4.0 3.9 2.1 
2001 D 21.0 4.8 12.9 19.2 4.6 4.2 4.0 2.6 
2002           D 17.6 1.5 9.6 13.0 7.6 6.4 6.7 1.3 

Note: a.Interpreting the variables: T and P refer to the daily temperature and precipitation, respectively; 
subscript n is for minimum and x is for maximum; numbers 5, 6, 7, and 8 indicate May, June, July, and 
August, respectively; subscript avg is for average and sd is for standard deviation. For example, Tx5avg is the 
maximum daily temperature averaged for May; P5 is the total precipitation for May. 

 
 To begin with, W is assumed to be a unit vector i.e., every element  is equal to 1. Then 
the product of W with the individual yield vector is computed. If the condition (Equation 1) is 
not satisfied, the W is corrected as follows: 
  Wk+1 = Wk + c/k * Yi        [2] 
 where c is greater than zero   (usually chosen as 1);  k,  whose initial value is zero for unit 
vector, W,  is increased by 1 every time  a  correction in the W is required. Yi is the yield vector 
whose product with the W does not exceed zero, and as a result,  a correction in the W is sought. 
This process of correcting  the W continues until equation 2 is satisfied.  
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In the  present case, two variables, out of 32 quantitative variables, were selected at a 
time as elements of yield vector to examine if a solution vector, W,  existed that could linearly 
separate drought from non-drought events. An iterative procedure was applied using a computer 
program but no such solution vector was found to exist. This reiterates the complexity involved 
in the analysis of agricultural drought. To proceed further, the multiple-variable case was  

considered for analysis.  
 Pattern recognition for a multiple variable case begins with determining a subset of the 
variables whose linear combination best reveals the differences among classes (drought and non-
drought). For this purpose, a stepwise discriminant procedure of SAS software was applied. This 
procedure eliminates highly inter-correlated variables. Table 4 lists the variables that were found 
to be significant for developing a prediction model for each district. Using these variables the 
linear and nonlinear techniques of discriminant analysis were applied to predict drought for each 
district. 
 
 
Table 4. Variables that were found to be significant, as a result of the stepwise 
discriminant analysis for developing drought prediction models for the selected districts 
of Saskatchewan, Canada. 
 

Crop 
district 

Significant variables  Average squared 
canonical 
correlation 

1b Tn8sd,  Tn5sd, Tx7sd 0.67 
3bn Tx7avg,  Tn7avg ,Tn6sd,  P7sd, P8sd, Tx5sd, Tn6avg ,T8sd 0.94 
4b Tx7avg , T6sd, Tn7sd, T5avg, Tn8avg, Tx6sd, Tn6sd, T8avg 0.90 
6a Tn5sd, Tx7avg, Tx6sd, Tn7avg, T7avg 0.73 
9a Tx6avg, Tn7sd, Tn5sd, P6 0.65 

 

 
3.2.1 Linear Discriminant Analysis 
 

By performing this analysis on quantitative data separated by categories (non-drought 
and drought, in the present case), a linear discriminant function (LDF) is obtained to linearly 
discriminate one category from the other. To develop such a function, the whole data set for 28 
years (1975-2002) was divided into two sets: the training set (1975-1997) and the testing set 
(1998-2002). While the training set was used for developing the LDF, the testing set was used 
for testing the prediction performance of the LDF. Table 5 shows the constants and coefficients 
for the LDFs that were obtained for all of the selected districts.  
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Table 5.  Constants and coefficients for linear discriminant functions that were developed for 
predicting drought and non-drought events for five crop districts in Saskatchewan, Canada 

 

Note: a. Coeff.1 refers to the coefficients for category 1 i.e.,  nondrought, and  b. coeff.2 refers to the coefficients for category 2 i.e., 
drought. 

 

 For applying linear discriminant analysis, the within-category data are required to be 
normally distributed. In the present case, however, the maximum number of drought years in the 
training period was too low (only 5) to satisfactorily test and identify the distribution.  Hence, a 
nonparametric technique (Nearest Neighbour) which does not require a normally distributed data 
was also undertaken.   

 

3.2.2 K-Nearest Neighbour Analysis 

This rule classifies an unknown subset of variables to the category of majority of its k Nearest 

Neighbours. Let  { }nn xxxx ,...,, 21∈′ . x’n will be a nearest neighbor to x if  

min d(xi, x) = d (x’n, x)         [3] 

where i = 1, 2, …, n. 

District 1b District 3bn District 4b District 6a District 9a 

Variable 
or 

constant 

Coeff1a Coeff2b Variable 
or 

constant 

Coeff1 Coeff2 Variable 
or 

constant 

Coeff1 Coeff2 Variable 
or 

constant 

Coeff1 Coeff2 Variable 
or 

constant 

Coeff1 Coeff2 

Constant -110.7 -164.3 Constant -1482.0 2081.0 Constant -770.5 -1003 Constant -359.2 -467.6 Constant -85.1 -154.8 

Tn8sd 22.8 28.1 Tx7avg 212.6 258.7 Tx7avg 34.5 41.9 Tn5sd 24.2 29.3 Tx6avg 10.6 14.3 

Tn5sd 16.0 19.7 Tn7avg -281.3 -347.5 T6sd 129.6 199.2 Tx7avg -665.2 -784.0    

Tx7sd 21.6 25.7 Tn6sd 154.3 186.1 Tn7sd -61.8 -78.5 Tx6sd 31.9 36.0    

   P7sd 36.9 44.2 T5avg 23.4 27.7 Tn7avg -692.4 -817.9    

   P8sd 44.4 52.7 Tn8avg 10.7 21.0 T7avg 1372.0 1617.0    

   Tx5sd 63.5 74.9 Tx6sd -35.0 -64.4       

   Tn6avg -24.9 -30.9 Tn6sd 2.8 -25.1       

   T8sd -41.8 -53.9 T8avg 7.4 1.8       
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The value of k used for this technique, was 2. Table 5 presents the classification (or prediction) 
accuracy achieved using this technique. The Nearest Neighbour analysis was repeated with k=3, 
but the accuracy was found to be the same as in the case of k=2. 
 

4.0 Results and Discussion 

4.1. Significant Variables 

Three variables for the district-1b, eight variables each for the districts-3bn and 4b, five variables 
for the district-6a, and four variables for the district-9a were found to be most significant for 
drought prediction (Table 4). Some of the variables were found to be significant for more than 
one crop district. Two variables, Tn5sd and Tx7avg,  were significant for the highest number (3) of 
crop districts.  Tn5sd was significant for the districts-1b, 6a, and 9a, while Tx7avg was significant 
for the districts-3bn, 4b, and 6a.  Tn7avg was significant for two crop districts (4b and 6a). In 
parallel, Tx6sd was found to be significant for two crop districts (4b and 6a), and Tn5sd too was 
significant for two districts (1b and 6a).  
 Based on the above observations, it can be stated that the maximum and minimum 
temperatures in May and July are the most critical variables to predict drought for the Canadian 
prairies. Wheat sowing takes place in May while the heading phenological phase occurs in July. 
Weather conditions during the sowing and heading phases affect crop yield significantly. Out of 
the 20 variables that were found significant, only three variables (P6, P7sd and P8sd) were derived 
from the precipitation data while the remaining 17 variables were derived from the temperature 
data. Out of these 17 variables, only five variables (T5avg, T6sd, T7avg, T8sd, and T8avg) pertained to 
the daily average temperature while the remaining variables were related to either minimum or 
maximum temperature. Therefore, it would be appropriate to conclude that the discrimination of 
a drought event from a non-drought event is related more to the daily extreme temperatures than 
to the daily average temperatures. Nevertheless, it should be noted here that the drought category 
as defined in this paper refers to a combined severity level that ranges from moderate to very 
severe. It is possible that the influence of temperature or precipitation on drought prediction will 
change if a drought of more specific severity level is examined. Such an examination could not 
be possible as explained in the later part of the following section. 
 
4.2 Prediction Accuracy 
For the present analysis, accuracy is defined as the percentage of events (drought or non-
drought) correctly classified (or predicted) in a training or testing dataset using a PR model 
which was developed using the training dataset. The accuracy achieved by using the Nearest 
Neighbor technique for qualitative prediction of non-drought and drought events is presented in 
Tables 6 and 7, respectively.  Accuracy is shown for both training and testing datasets.  It can be 
observed that overall (or average) accuracy was higher for classifying non-drought events (Table 
6) than drought events (Table 7).  
In addition, the average accuracy was higher in the case of the training set as compared to the 
testing set. Training set accuracy was 98% for predicting non-drought events and 100% for 
predicting droughts events.   
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Table 6. Accuracy obtained in classifying (or predicting) a non-drought event using 
nearest neighbour technique, for training and testing datasets, for the selected crops 
districts of Saskatchewan, Canada. 
 

Crop 
district 

Training set Testing set 
NDa Db Total Accuracy 

(%) 
ND D Total Accuracy 

(%) 
1b 17 1 18 94 4 1 5 80 
3bn 20 0 20 100 3 0 3 100 
4b 18 0 18 100 1 2 3 33 
6a 18 1 19 95 3 0 3 100 
9a 22 0 22 100 4 0 4 100 

Total/ 
Average 

95 2 97 95/97* 
100=98 

15 3 18 15/18* 
100=83 

Note: a.ND refers to a non-drought, and b.D refers to a drought event. 
 

Table 7. Accuracy in classifying (or predicting) a drought event using a Nearest 
Neighbour technique, for training and testing datasets for the selected crop districts of 
Saskatchewan, Canada. 
 

Crop 
district 

Training set (1975-1997) Testing set (1998-2002) 
NDa Db Total Accuracy 

(%) 
ND D Total Accuracy 

(%) 
1b 0 5 5 100 0 0 0 NA 
3bn 0 3 3 100 0 2 2 100 
4b 0 5 5 100 0 2 2 100 
6a 0 4 4 100 1 1 2 50 
9a 0 1 1 100 1 0 1 0 

Total/ 
Average 

0 18 18 100 2 5 7 5/7*100=71 

a. ND refers to a non-drought and b. D refers to a drought event. 
 

The average accuracy for the testing set was 83% for predicting the non-drought events 
and 71% for predicting the drought events. Since the number of drought events occurred during 
the study period was low, droughts of moderate, severe, and very severe levels were combined to 
define a single category to obtain a reasonable number of drought events in the dataset to 
perform a satisfactory analysis. The threshold yield for a district was assumed to be 80% of the 
long-term average of yield of the district.  

In the present dataset, the wheat yield for the drought categories ranged widely - from 
20% to 75% of the long-term averages.  If this range were narrower (e.g., 20% to 40%, 40% to 
60%, or 60% to 80%) which would refer to a drought of more specific severity level, the 
behaviour of temperature and precipitation based variables could be better judged. But in the 



 12

present case, an adequate number of drought events did not exist within the narrower ranges and 
hence the analysis with varying ranges, though desired, could not be attempted. 
 
5.0 Conclusion 
 
The Nearest Neighbour technique using temperature and precipitation data was applied to 
classify or predict agricultural drought events for five crop districts in Saskatchewan, Canada. 
Within the data period (1975-2002), the moderate to very severe droughts were grouped into a 
single drought category. The overall accuracy was 83% for predicting  non-drought events and 
71% for predicting  drought events. It can be concluded that pattern recognition techniques could 
also be used for drought prediction and their potential should be explored further. Analysis of 
agricultural drought is a very complex process and it would always be wise to attempt drought 
prediction using multiple techniques, quantitative as well as qualitative, to strengthen the 
prediction and improve the decision making for drought management. 
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